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1. TALK OVERVIEW

Bias can be present individually in humans or collectively
in corporations, groups, or cultures. We observe collective
and individual implicit bias through analyzing writing in
an automated way. Automating bias observations is pos-
sible through incorporating machine learning and natural
language processing techniques to text analysis. The use of
such an automated method makes large scale analysis pos-
sible with a variety of settings to compare and contrast bias
in different conditions, such as subject of interest, time, lo-
cation, culture, and language. Our proposed approach is a
step towards a principled method for quantifying bias and
fairness in language models that are used digital communi-
cations.

Machine learning algorithms and models have been crit-
icized for incorporating bias from the data they train on.
Eliminating bias in machine learning has been limited to
controlling parameters at the algorithmic level to avoid over-
fitting, which does not prevent implicit bias from getting em-
bedded to the model and revealing itself at the contextual
level. Based on this knowledge, we train language models
on writings of subjects of interest to generate a semantic
space represented with word embeddings. Each word em-
bedding quantifies a word used by the subject as a vector,
where the dimensions of the vector represent a combination
of contexts. We focus on the numeric vectors of concepts
that have been used in bias studies in the literature, such
as gender, racism, religion, and age. Then, we measure as-
sociations between concepts and potentially biased terms to
observe implicit bias through spatial relations.

We investigate bias in famous individuals, the Enron cor-
poration, Wikipedia, Twitter, and Google News. We un-
cover bias at different levels, even when the data comes from
Wikipedia, which has a neutrality and objective writing pol-
icy. We conclude with a discussion of the implications of bias
that is present in large language models which are being
widely used in digital communications for text generation
and summarization, automated speech, and machine trans-
lation. How can we engage policymakers and developers to
enable algorithmic transparency and fairness?

1.1 Machine learning decides for all of us

Machine learning models are widely used for various ap-
plications that end up affecting billions of people and Inter-
net users everyday. Random forest classifiers guide the US
drone program to predict couriers that can lead to terror-

ists in Pakistan'. Employers use algorithms, which might
be racist?, to aid in employment decisions. Insurance com-
panies determine health care or car insurance rates based
on machine learning outcomes. Internet search results are
personalized according to machine learning models, which
are known to discriminate [2] against women by showing
ads with lower salaries, while showing higher paying job ads
for men. On the other hand, natural language processing
models are being used for generating text and speech, ma-
chine translation, sentiment analysis, and sentence comple-
tion, which collectively influence search engine results, page
ranks, and the information presented to all Internet users
within filter bubbles. Given the enormous and unavoid-
able effect of machine learning algorithms on individuals and
society, we attempt to uncover implicit bias embedded in
machine learning models, focusing particularly on language
models.

1.2 Human semantics as language models

Linguists and machine learning researchers have been try-
ing to generate word embeddings that closely represent hu-
man semantics similar to how the human brain operates. Re-
cent advances in neural networks and availability of big data
and computational power has led to high quality language
models such as word2vec [7] and GloVe [8]. These language
models, which consist of up to half a million unique words,
are trained on billions of documents from sources such as
Wikipedia, CommonCrawl, GoogleNews, and Twitter. The
words in the models are quantified as numeric vectors whose
dimensions correspond to a combination of contexts. Such
numeric word representations are able to accurately solve
semantic and syntactic analogy tasks. For example, after
presenting the relation between Rome and Italy, we can ask
the language model to find the word that would generate
the same relation for France. The language model is able
to understand that Rome is Italy’s capital and for France,
the model outputs Paris to complete the country to capital
analogy. Such language models form the basis of most ac-
curate state-of-the-art named entity recognizers, sentiment
classifiers, machine translators, and text generators. Conse-
quently, the models are widely distributed and incorporated
into a large variety of applications. The ideal of machine-
based perfection overlooks the fact that most recent progress
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in artificial intelligence (Al) is not derived by reasoning from
first principles, but by mining human intelligence. Recently,
there has been considerable concern that such an approach
could introduce an unacceptable amount of bias into Al
Based on human implicit bias studies in psychology [6], we
propose a method to uncover implicit bias in language mod-
els which demonstrates that semantics derived from natural
language texts contains biases endemic in the culture that
created the texts.

The Implicit Association Test® (IAT) measures atti-
tudes and beliefs that people might have or might not be
aware of, which they are not able to or unwilling to report.
For example, you might believe that men and women should
be equally associated with science but the implicit associa-
tions might reveal that you associate men with science more
than you associate women with science. To replicate this
experiment on language models, we analyze words and con-
cepts that have been used in IATs which have been taken
by millions of individuals. We investigate gender, race, re-
ligion, and age bias with valence classifications and associ-
ation analysis of potentially biased concepts. We are able
to perform this analysis through spacial associations in the
high dimensional space via clustering, classifying and pro-
jecting context dimensions to human understandable dimen-
sions. For example, we find associations between females
and domestic terms when men are associated with career
terms. We observe negative valence towards the elderly, cer-
tain races, and certain religions.

1.3 Uncovering implicit bias

Researchers have not agreed on a perfect strategy for eval-
uating word vector quality in language models for several
reasons. Different methods generate vectors that are better
in different tasks [3]. Some models mainly capture semantic
similarity, some can easily find related words, and some are
better at identifying syntactic similarity [4]. On the other
hand, word frequency in the training data causes more fre-
quent words to have similar vectors. Also, the majority of
word embeddings do not handle homonyms. Given these
shortcomings, vectors are still evaluated by correlation of
word similarity rankings of humans and word cosine similar-
ity, and accuracy in syntactic and semantic analogies, sen-
tence completion tasks, and sentiment analysis [10]. Given
these four evaluation strategies, we modify them to mea-
sure bias instead of quality in language models that reach
state-of-the-art accuracy in quality evaluations. In word co-
sine similarity, we calculate spearman’s correlation coeffi-
cient between Harvard IAT results from two million people
and our cosine similarity for the same tasks. For syntac-
tic and semantic analogies, we generate analogies to test
TIAT concepts. For example, if father is to doctor, mother
is to what? And the model associates mother with nurse,
based on the relation between father and doctor. For sen-
tence completion tasks, we come up with representative IAT
questions such as: is career oriented.” and °
is family oriented.” Given two options, man and woman,
how would the model complete each sentence? And again,
men end up being associated with career while women are
associated with family. For sentiment analysis, we perform
valence tests. For example, the two sentences ‘This person
is young.” and ‘This person is old.” are classified as being
good or bad. Besides these evaluation techniques, we con-
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vert the language models to sparse vectors in order to make
context dimensions more easily interpretable [9] to allow for
fine grained analysis of bias associations.

1.4 Need for transparency and policy

In this work, we demonstrate that semantic understand-
ing derived from large-corpus linguistics contain the history
and prejudices of the cultures that created the texts. Min-
ing culture comes with an associated cost. Being based on
search as much as reasoning, culture is a product of its own
history, and therefore necessarily caries with it assumptions
and precedents that may not be current, efficient, or even ac-
ceptable. Used as a basis of for example algorithmic decision
making, mined bias unaddressed could conserve discrimina-
tion, even masking intentional prejudicial corporate behav-
ior behind the veneer of neutral machine learning [1, 5]. We
show that the implicit biases known to be displayed by or-
dinary humans can be replicated by this same mechanism.
These findings amplify the immediate need for transparency
in algorithmic decisions and fairness and non-discrimination
policy for machine learning applications.
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